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The use of graphs is widely applied in modeling and solving problems in
the field of computer science and bioinformatics. Therefore, it is essential
to develop and improve algorithms reducing their computational complex-
ity and increasing the precision of the solutions generated by them as well
as the size of the input data. In this study two well-known algorithms for
solving the problem for finding a minimum Hamiltonian cycle in weighted,
undirected and complete graph (also known as Travelling Salesman Prob-
lem - TSP) are analyzed. The first algorithm is based on the backtracking
method and it always finds the optimal solution, while with the second
one, the genetic algorithm (GA), finding the optimal solution is not always
guaranteed.The aims of the study are to determine:(1)which of the algo-
rithms can be used so that the resulting solution is optimal or near-optimal
and the execution time be reasonable depending on the size of the input
data;(2)the influence of GA parameter values on the quality of the result-
ing solutions for large size of the input data. The parameters determine
the number of solutions in each population and the number of all genera-
tions.The analysis of the results revealed that:(1) the algorithm that finds
all possible solutions can be used for graphs with a small number of vertices
(not more than 20), whereas GA can be used for graphs with a large num-
ber of vertices; (2) in graphs with a small number of vertices: n < 20 (and
n*(n-1)/2 edges) GA always finds the optimal solution as long as enough
solution space is set. However, the number of all Hamiltonian cycles in a
complete graph with n vertices ((n-1)!/2) is bigger than the solution space;
(3) all input datasets showed that with the number increase of vertices in
the graph it is necessary to increase the number of the current solutions in
the population. In this way GA reaches a certain rate of convergence faster,
i.e., a generation after which the space of solutions contains only optimal
solutions or near optimal ones.
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